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.     Bivariate Variables    .
Variable types: Quantitative: Which is either Discrete or Continuous

              (Qualitative data is descriptive information)

Bivariate investigations use CONTINUOUS data (measured)

The variable to be predicted (response or dependent variable) plotted on the 'y' axis.

The explanatory variable (used to make the prediction from) on the 'x' axis.

It would be sensible to have one response variable and compare the effect of different explanatory variables. (scope for discussion)

Sometimes there will be no 'causation' between the variables so the two variables are associated, and can go on either axis.

Experimental data will have the explanatory variable being changed, and the dependent variable being measured.

Doing some RESEARCH into your chosen variables is required.

EXPLANATION of why you chose them and reasons for deciding if explanatory, dependent or associated.

[image: image2.png]10 20 30
i

150 170 190 210
L .

210 g

445555665

T
40 45 50 55 60

T
50100 200

T
50 100150 200

T
40 60 80 100 40 60 80100




.     Investigating Combinations of Variables    .

Key ideas:

Variable order, symmetry, relationships of interest.
Finding a pair of explanatory variables for one dependent variable.


X.B fat = % body fat

LBM = lean Body mass

Ht = height

Wt = weight


eg: R = the amount of rainfall per day in Christchurch, and V = the river volume of the Waimakarere river.

We can assume that the amount of rainfall will cause changes in the river volume, so the rainfall R is the explanatory variable and the river volume V is the dependant variable.




















































































































































































































































































































































