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.     Variance    .
E(X) = mean, average, expected value, long run average.

        = a measure of CENTRAL TENDANCY

Measures of SPREAD = standard deviation, range, inter-quartile range 

Standard deviation includes each data point in the calculation (good)

but has a square root (bad – difficult to manipulate / combine)
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So we use VARIANCE to describe the spread of data.

VAR(X) = standard deviation squared (Std Dev)2
VAR(X) = σ2                           

Variance = ‘the expected squared distance from the mean E(x)
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σ2   = Var(X)                        [image: image5.wmf](
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VAR(X) = E(X2) – E(X)2 


σ   = SD(X)                         
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VAR(X) = E(X2) – μ2

.     Calculating Variance    .
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Calculate VAR(X) 

Spinner (again)      

A probability distribution for the result of spinning this spinner is:

	x
	1
	2
	3
	4

	P(X=x)
	0.1
	0.2
	0.4
	0.3
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E(X) = 

E(X2) = 

VAR(X) = E(X2) – μ2

What is the standard deviation of the spinner?

.     Variance of X + B    .
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The spinner yet again

	x
	0
	1
	2
	3

	P(X=x)
	0.1
	0.3
	0.4
	0.2


E(X) =




E(X2) = 



Var(X) =

If the spinner vales have 4 added to each…

E(X + 4) =






E((X+4)2) = 

Var(X + 4) =

Conclusion:

Example: E(X) = 3.4



VAR(X) = 1.2



     E(X + 10) = 


VAR(X + 10) =

.     Variance of AX    .
The spinner yet again

	x
	0
	1
	2
	3

	P(X=x)
	0.1
	0.3
	0.4
	0.2


E(X) =




E(X2) = 



Var(X) =

If the spinner vales are multiplied by 3…

E(3X) =






E((3x)2) = 

Var(3X) =

Conclusion:

Example: E(X) = 3.4



VAR(X) = 1.2



     E(5X) = 



VAR(5X) =

.     Variance of AX + B    .
Overview

If E(X) = 5.2 and VAR(X) = 1.4 calculate:

1) E(X + 3) = 






2) VAR(X + 3) = 

3) E(4X) = 






4) VAR(4X) = 

5) E(4X + 3) = 





6) VAR(4X + 3) = 

7) E(10X – 6) = 





8) VAR(10X – 6) = 



E(Ax ± B) = A×E(x) ± B


VAR(Ax ± B) = A2×VAR(x) 

.     Variance of X + Y    .
Two (or more) groups of discrete variables can be added together     only IF they are INDEPENDENT

X and Y are two independent random variables

eg  E(X) = 5.2    and    VAR(X) = 1.4

      E(Y) = 4       and    VAR(Y) = 2.5

E(X + Y) = 






VAR(X + Y) = 

E(2X + 3Y) = 






VAR(2X + 3Y) = 

Conclusion:

E(X + Y) = E(X) + E(Y)



VAR(X + Y) = VAR(X) + VAR(Y)

E(X – Y) = E(X) – E(Y) 



VAR(X – Y) = VAR(X) + VAR(Y)







VAR(X ± Y) = VAR(X) + VAR(Y)

.     Variance of AX + BY    .
Two (or more) groups of discrete variables can be scaled and added together     only IF they are INDEPENDENT

X and Y are two independent random variables

eg  E(X) = 3.1    and    VAR(X) = 0.8

      E(Y) = 5.5    and    VAR(Y) = 1.2

E(X + Y) = 






VAR(X + Y) = 

E(2X + 3Y) = 






VAR(2X + 3Y) = 




E(X + X + X) = 

VAR(X + X + X) = 

SUMS AND DIFFERENCES OF RANDOM VARIABLES

(a) E[ X + Y ] = E[X] + E[Y],        E[ X – Y ] = E[X] - E[Y]

(b) If X and Y are independent then Var[ X ( Y ] = Var[X] + Var[Y]

(c) This means that for independent random variables X and Y we have:

     E[ aX + bY + c] = aE[X] + bE[Y] + c,     
   Var[aX + bY + c] = a2Var[X] + b2Var[Y]

Extersion: Proofs

VARIANCE OF A RANDOM VARIABLE

      Var[X] = E[(X-()2]              Proof:         Var[X] = E[(X-()2]

                = E[X2] - (2                                          = E[X2 – 2X( + (2] 

                                                                           = E[X2] – E[2X(] + E[(2]

                                                                           = E[X2] – 2(E[X] + E[(2]

                                                                           = E[X2] – 2(2 + (2
                                                                           = E[X2] – (2
VARIANCE OF A FUNCTION OF A RANDOM VARIABLE

Var[aX + b] = a2Var[X]

Proof:     Var[aX+b]   = E[(aX+b)2] - (aX+b2
                                = E[ a2X 2 +2abX+b2] – E[aX+b]2

                                = (a2E[X 2] + 2abE[X] + b2) – (aE[X]+b)2

                                = (a2E[X 2] + 2abE[X] + b2) – (a2E[X] 2+2abE[X]+b2)

                                = a2E[X 2] - a2E[X] 2
                                = a2(E[X 2] - E[X] 2)

                                = a2Var[X]
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