Distribution Approximations
[image: image1.emf]


[image: image2.png]



[image: image3.png]05
045
04
035
03
025
02
015
0.1
005

1

2 3 45678




[image: image4.png].\Hh...

025

02
015
01
0.05
0

23456789101

1













The Bright Spark Electrical Company makes “drop out” fuses, which are used on overhead power lines to protect transformers against electrical faults. 

All fuses are tested for their electrical resistance.  A fuse is accepted if it’s resistance is 0.25 ± 0.0025 ohms.  From production analysis over a period of 1 year, it has been found that 5% of fuses are rejected.  

a) A random sample of 15 fuses is taken from stock and tested; the random variable X denotes the number of fuses which are rejected.

(i) Explain what distribution X will have and give the parameters of the distribution. 

(ii) Find the probability that 3 fuses in the sample are rejected.

b) A change is made to the production process; testing reveals now only 1% of fuses are rejected.  A customer orders 80 fuses, which are randomly chosen from stock and then tested.

(i) State with justification which approximating distribution would be best to use.

(ii) Find the probability that the order contains 3 fuses that will be rejected.

(iii) Find the probability that at least one fuse in the order will be rejected.





















Poisson


Discrete per continuous interval


Rare events


Events independent


λ proportional to interval length


No simultaneous events


Mean = λ


Variance = λ


Standard deviation = √λ
















































































n LARGE


  n × π > 5


  n × (1 – π) > 5





Mean μ = n × π


S.Dev σ = 


√n × π × (1 – π)





CONTINUITY correction












































λ large (over 15) 





Mean = λ 


S.Dev = √λ





CONTINUITY correction





Binomial


Discrete


‘n’ trials


Trials independent


Two outcomes possible


Fixed probability of success π


Mean = n × π


Variance = n × π × (1 – π)


Standard deviation


      ( = √n × π × (1 – π)





Rare Event


π close to 0


(1 – π) close to 0


Mean λ= n × π














Normal


Continuous


Measured data


Mean = μ 


Standard deviation = σ 











