Probability 

A)
The probability function for a discrete random variable X is shown in the table below.

	Y
	0
	1
	4

	P(Y=y)
	0.5
	0.45
	0.05


B)
1.
P(B(A) ≠ P(B)

2.
Not mutually exclusive since P(B(A) ≠ 0
C)
1.
P(B)=0.4

2.
Probability



= P (A
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R)



= 0.6 + 0.4 – 0.6 x 0.4 = 0.76

3.
Not mutually exclusive, since



P(B(A)=0.4≠0



Or



P(A
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B) = 0.24 ≠ 0
D)
1.
Incorrect ‘probability’ = 1.15

2.
Correct value = 0.25


E)













2.
Probability = 0.05 x 0.05 = 0.0025
3.
P(D and D    OR     D and U and D
    OR    U and D and D)


= 0.052
        +       0.05 x 0.95 x 0.05      + 
   0.95 x 0.052
= 0.00725



The most common errors involved squaring the probabilities and/or including the two ordered pairs (1, 0.3) and (1, 0.15).

















Not well done.  Understanding the notions of mutually exclusive events and independent events in terms of conditional probability has intuitive appeal.








This idea is independent events as P(B(A) = P(B) should be encouraged: it has an intuitive notion of independence and it is then able to be used to provide justification of the equivalence P(AΩB) = P(A)xP(B) for independent events.





Many candidates did not recognise that they were required to find the union of A and B





Candidates often struggled to give a lucid explanation as to why the events were not mutually exclusive.  There was evidence of confusion between the ideas of independence and 
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Generally well handled by most candidates






























































Well Done





Many candidates did not appreciate that the outcomes are not equally likely and incorrectly reasoned that there are 6 equal outcomes.





Outcomes


(shelve or check)





check





check





shelve





check





shelve
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